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Figure I Renderings of the statues we scannedgpt the Duaid). Ourraw database (including the Bia) contains 10 billion polygons and 40,000 color images, adog250 gig-
bytes. Fronieft to right: St. Matthe, Bearded Shee, Save alled Atlas, Avakening Slave, Youthful Slave, Night, Day Dusk, and Dan.

Abstract 1. Introduction

We ckscribe a hardare and softare system for digitizing the Recent impreements in laser rangefinder technolptpgether
shape and color of Ige fragile objects under non-laboratory condi- with algorithms for combining multiple range and color images,
tions. Oursystem emplgs laser triangulation rangefinders, laser allow us to accurately digitize the shape and suwé characteristics
time-of-flight rangefinders, digital still cameras, and a suite of soft- of mary physical objects.As an application of this technolagg
ware for acquiring, aligning, mging, and vieiing scanned data.  team of 30 &culty, saff, and students from Stanford Waisity and
As a demonstration of this system, we digitized 10 statues bythe Uniersity of Washington spent the 1998-99 academic year in
Michelangelo, including the well-kmm figure of Daid, two build- Italy digitizing sculptures and architecture by Michelangelo.
ing interiors, and all 1,163x&ant fragments of thedfma Urbis
Romae, a giant marble map of ancient Romir lagest single
dataset is of the & - 2 billion polygons and 7,000 color images.
In this paperwe dscuss the challenges wackd in kilding this
system, the solutions we empéal, and the lessons we learné&tie
focus in particular on the unusual design of our laser triangulation
scanner and on the algorithms and safevwe deeloped for han-
dling very lage scanned models.

The technical goal of this projectas to mak a P archive d
as maw of his statues as we could scan in a yaad to male that
archive & cetailed as scanning and computer technologylvper
mit. In particular we wanted to capture the geometry of his chisel
marks, which we found to require a resolution of 1/4 mm, and we
wanted to scan the Dal, which stands 5 meters tall without its
pedestal. Thigmplies a dynamic range of 20,000:While not
large for a computer model, it iery lage for a scanned model.

CR Categories: 1.2.10 [Artificial Intelligence]: \fsion and Scene Understanding — ) Why did we want t(_) _capture Michelangek_)dqisel mar_ks?On o

modeling and reagry of physical attrilutes; 1.3.3 [Computer Graphics]: Picture/lmage  his finished or nearly finished statues, especially those in the Medici

Generation — digitizing and scanning; 1.3.7 [Computer Graphics]: Three-Dimensional Chapel (first through fourth from the right in figure 1), Michelan-

Graphics and Realism — cojahading, shadeing, and teture; 1.4.8 [Image Process- ge|0 often left the suate deliberately llmpy. The tiry shadavs

ingl: Scene Analysis — range data cast by theseumps deepen the shading of eavsurlces. Ifwe

Additional keywords: 3D scanning, rangefinding, sensor fusion, range images, mesh wanted our computer models to look realistic under arbitrary Iight-

generation, reflectance and shading models, graphics systems, cultural heritage ing, we had to capture thesenbps geometrically On his unfin-
ished statues, forxample St. Matthe and the Slaes (first through

" Email: levoy@cs.stanford.edu  #¥: http://graphics.stanford.edu/projects/mich/ fifth from the left), his chisel marks tell usvade worked. Starting
from a computer model, it might be possible tgrsent the statue
surface according to the chisels used to eaach rgion (figure 2).

In addition to capturing shape, we alsanted to capture color
More specificallywe wanted to compute the sade reflectance of
each point on the statues we scannedlthough etracting
reflectance is more di€ult than merely recording coloit permits
us to relight the statue when rendering lit. also constitutes a
unique and useful channel of scientific informati@id statues lik



the David are ceoered with a compbe brew of marble \eining, dirt,
waxes and other materials used in prior restorations, and, since it sat
outside for 400 years, discoloration and othéea$ of weathering Sueala  SURBIA  UGNETTO  DENTE  'GRADINA FERRQ
[Dorsey99]. Thesdell us a story about the history of the statlie.

help unceer this story we sanned the Dad under white light and,
separatelyunder ultraiolet light (figure 14). Unfinished statues,

like . Matthev (figure 9), hae dfferent stories to tell.The bot- ﬁ
toms of its chisel marks are whiter than the surrounding marble due

to the crushing of marble crystals under the impact of the chisel.

The characteristics of these whitened areas might tell ws ho Bl
Michelangelo held his chisel andwdard he struck it.

Although digitization of 2D artark is a mature field and is
widely deplyed in the museum and library communities, redi
few groups hae tackled the problem of digitizing lge 3D art- Figure 2 Some of the chisels that Michelangelo mayehesed when carv-
works. Two notable &ceptions are the National Research Council ~ ing St. Matthe (figure 9). At top are the tools themsels, labeled with
of Canada (NRC) and IBM.The NRC eorts are interesting their Italian namesAt bottom are sitches of the characteristic trace left by

- . each tool.The traces are 2-10 mm wide and 1-5 mm deepviBitni99].
because thefocus on hilding rolust, field-deplgable systems, and

consequently their papers echo some of the same concerns raised
this paper [Beraldin99].The IBM eforts are interesting first
because thescanned a statue under field conditions, and second
because theused a structured-light scanner in conjunction with
photometric stereo, producing geometry at 2.0 mm and a normal
vector field at sub-millimeter resolution [Rushmeier93Although
their resulting models are not as detailed as ours, their equipment i
lighterweight and therefore more portable. Resolution and field of viewOne of our goals &s to capture
Michelangelos chisel marks. It is not knavn exactly what tools
Michelangelo used, Ui they amost certainly included the single-
point and multi-point chisels st in Figure 2. We wished not

only to resole the traces left by these chiselsit tho record their
shape as well, since thisvgs us waluable clues about two
Michelangelo held and applied his chisefdter testing seeral res-
olutions, we decided on a Y sample spacing (along the laser stripe)
of 1/4 mm and a Z (depth) resolution at least twice this! firEhis

gave s a field of view 14 cm wide (along the laser stripe) by 14 cm
deep. Inretrospect, we were satisfied with the resolution we chose;
arything lower would have dgnificantly blurred Michelangels’
chisel marks, and gthing higher wuld hare made our datasets
unmanageably Ige.

Hyber\/\ares ommercial systems, it ddred in tw important
respects: we used a triangulation angle ¢f r26her than 30 and

our sensor viged the laser sheet from only one side rather than
combining vievs from both sides using a beam splittdthese
changes were made to reduce our baseline, which in turn reduced
éhe size and weight of our scan head.

In the remaining sections, we describe the scanneuikgdec-
tion 2), the procedure we folleed when scanning a statue (section
3), and our post-processing pipeline (section l4).section 5, we
discuss some of the strgies we deeloped for dealing with the
large datasets produced by our scanning systemaddition to
scanning the statues of Michelangelo, we acquired a light field of
one statue, we scannedatlilding interiors using a time-of-flight
scannerand we scanned the fragments of an archeologicabetrtif
central to the study of ancient Roman topogyapthese side pro-
jects are described briefly in figures 12, 15, and 16, resggcti

2. Scannerdesign

The main hardare component of our systenasva laser trian-
gulation scanner and motorizergry customized for digitizing
large statues.Our requirements for this scanner were demanding;
we wanted to capture chisel marks smaller than a millimeter
wanted to capture them from a safe distance, and weted to
reach the top of MichelangetoDavid, which is 23 feet tall on its
pedestal. Inthe sections that folg we describe the range and
color acquisition systems of this scanntsr supporting mechanical
gantry, and our procedure for calibrating it.

Standoff and baselineThe ability of lasers to maintain a nar
row beam wer long distancesayeus great latitude in choosing the
distance between the camera and thgetasurce. Alonger stand-
off permits access to deeper recesses, and it permits the scanner to
stay further from the statuddowever, a longer standdfalso implies
a longer baseline, making the scan head more cumbersome, and it
magnifies the é&cts of miscalibration and vibratiorKeeping these
tradeofs in mind, we chose a stanflaf 112 cm - slightly more
than half the width of MichelangekDavid. This made our base-
line 41 cm. In retrospect, our standoffas sometimes too long and
L other times not long enougliror an inward-facing surce near the
2.1. Rangeacquisition corvex hull of a statue, the only unoccluded and reasonably perpen-
To a fist approximation, marble statues present an optically dicular viev may be from the other side of the statue, requiring a
cooperatie surface: light-colored, difise (mostly), and with a con-  standof equal to the diameter of the aax tull. In other cases, the
sistent minimum feature size imposed by the strength of the mate-only suitable view may be from near the sade itself. For exam-

rial. As such, their shape can be digitized usingagety of non- ple, to scan the fingertips of id’s uwraised and curled left hand,
contact rangefinding technologies including photogrammstiyc- we were forced to place the scan head uncomfortably close to his
tured-light triangulation, time-of-flight, and interferomet#mong chest. Ascanner with aariable standdfwould have helped; unfor

these, we chose lassiripe triangulation because ifefed the best  tunately such deices are dficult to design and calibrate.
combination of accurgcworking wlume, rolistness, and portabil-
ity Our design hilt to our specifications by Cybeane Inc 1 As tuilt, our Y sample spacingag 0.29 mm.Our CCD was interlaced, so samples were acquired
emplcyed a5 m’W 660-nanometer laser diode, a 512 x 4%1.’pix in a zigzag pattern and deinterlaced by interpolat@ar Z (depth) resolution as 50 microns.

CCD sensqgrand a fived triangulation angle Although based on
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2.3. Coloracquisition

Some Cybenare lasesstripe scanners acquire range and color
-q in a single pass using a broadband luminaire and a 1D color .sensor
P Simultaneous acquisition me&k sense for nwing objects such as
faces, lnt avoiding cross-talk between the laser and luminaire is dif-
\ ficult, and consequently the color fidelity is pod@ther scanners
40 mm employ RGB lasers, acquiring color and shape at once aoidiag
\/ D Y cross-talk by sensing color in three narfoands. Havever, green
and blue lasers, or tunable lasers, ageland comple at the time
we designed our system no portable solutixisted. W therefore
chose to acquire color using a broadband luminaire, a separate sen-
sor, and a separate pass across the objEce camera we choseaw

-

(@) (b) a Sory DKC-5000 - a programmable 3-CCD digital still camera
Figure 3 Subsuréce scattering of laser light in marbi@) Photograph of a with a nominal resolution of 1520 x 1144 eixl-
focused 633-nanometer laser beam 120 microns in diameter striking an un- Standoff. Ha/ing decided to acquire color in a separate pass
polished sample of Carrara Statuario mark{lehoto courtesy of National across the object, we were no |0nger tied to the sthatlobir range
Research Council of Canadgl) The scattered light forms alume belov camera. Hwever, to diminate the necessity of repositioning the
the marble sudce, leading to noise and a systematic bias inatedepth. scanner between range and color scans, angbim |asing colofto-

range calibration, we decided to match the gandofs. Thiswas
2.2. How optically cooperative is marble? accomplished by locking bfhe camera focus at 112 cm.

Although marble is light-colored and usuallyfdgfe, it is com- Resolution and field of view Our color processing pipeline
posed of densely paell transparent crystals, causing it hibit (section 4.2) uses the sack normals of our mged mesh to con-
subsuréce scattering.The characteristics of this scattering greatly vert color into reflectanceSince the accurgoof this cowversion is
depend on the type of marbl#&ost of Michelangel® satues were limited by the accuracof these normals, we decided to acquire

caned from Carrara Statuario, a highly uniform, non-directional, color at the same resolution as range ddffa. echieve tis we
fine-grain stone.Figure 3(a) shas the interaction of a laser beam emplo/ed a 25 mm lens, which at 112 cravga 25 cm x 19 cm

with a sample of this marblee dbsene that the material isery field of view on the statue suate. Thespacing between phical
translucent. Brtunately the statues we scanned were, with the CCD pixels was thus 0.31 mm.By contrast, the IBM group
exception of Night, unpolished, which increased acef scattering acquired color at a higher resolution than range data, then applied
and thus reduced subsacé scatteringMoreover, sevaal of them, photometric stereo to the color imagery to compute high-resolution
including the Dwid, were coated with dirt, reducing it more. normals [Rushmeier97]0ur decision to match the dwesolutions

also simplified our 3D representation; rather than storing color as a
texture over parameterized mesh triangles [Sato97, Pulli97, Roc-
chini99], we simply stored one color pesrtex.

In the contgt of our project, subsuate scattering had three
implications: it irvalidated our assumption that the swé vas ideal
Lambertian (see section 4.2), it changed tlag we should render

our models if we wish to be photorealistic, and grdeled the qual- Lighting and depth of field. When acquiring colgiit is impor
ity of our range dataGiven the goals of our project, the lattefesft tant to control the spatial and spectral characteristics of the illumina-
was important, so wrking in collaboration with theiSual Informa- tion. We enployed a 250-wtt quartz halogen lamp focused to pro-

tion Technology lab of the National Research Council of Canada duce as uniform a disk as possible on the statuacsurfSincave
(NRC), we hae keen analyzing the fefct of subsudce scattering planned to acquire color and range data from the same dtaibdof
on 3D laser scanning. would be comenient if the color camerg’depth of field matched or
exceeded the Z-component of the field ofwief our range camera.
For our lighting, we achieed this by emplging an aperture of /8.
This gaveus a circle of confusion 0.3 mm in diameter at 10 cm in
front of and behind the focused plane.

When a laser beam enters a marble block, it createlume of
scattered light whose apparent centroid isWwele marble sudce,
as shan in figure 3(b). This has tw dfects. Firstthe reflected
spot seen by the range camera is shiftea/drom the laser source.
Since most laser triangulation scanners operate by detecting the cen- . .
ter of this spot, the shift causes a systematic bias imedetiepth. 2.4. Gantry: geometric design
The magnitude of this bias depends on angle of incidence and angle  Although our scan headas customized for scanningdarstat-
of view. On this marble sample, we measured a bias of 40 micronses, its design did not ¢ greatly from that of other commerecial
at roughly normal incidence and“2dewing obliquity. Second, the  |asekstripe triangulation systemsOur mechanical antry, on the
spot \aries in shape across sagé of the block due to randoraria- other hand, ws unusual in size, mobilitgnd reconfigurability
tions in the crystalline structure of the marble, leading to noise in
the depth ®&lues. Ourscanner xhibited a 1-sigma noise of 50
microns on an optically coopenadi surface. Havever, this noise
was 2-3 times higher on Michelangeto&atues, more on polished
statues, andven more if the laser struck the sade obliquely The
latter efect made viev planning harder

Scanning motions.Most laserstripe scanners sweep the laser
sheet across the tmt surhce by either translating or rotating the
scan head.Rotational tables are easy taild, but cuned working
volumes dont work well for scanning flat or corx surfaces, and
motion errors are magnified by thevde arm of the standdf

For a datue of reasonably homogeneous composition, it should * the 3 ccps actually va a fysical resolution of only 795 x 598 ils; the camera’rominal res-
be possible to correct for the bias we describe hel@mvever, we olution is achieed by off setting the CCDs diagonally and interpolating.
know of no way to completely eliminate the nois€hese dects are
still under irvestigation.
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Figure 4 Our laser triangulation scanner and motorizedtyy The scan-
ner, built to our specifications by Cybeane Inc., consisted of an 8-foatrv
tical truss &), a 3-foot horizontal armbj that translated ertically on the
truss, a pand) and tilt (d) assembly that translated horizontally on the arm,
and a scan heae)(that mounted on the pan-tilt assemblyie scan head
contained a laserange camera, white spotlight, and digital color camera.
The four dgrees of freedom are shio with orange armws.

distance. Tanslational tablesvaid these problems,ub they are
harder to hild and hold steady at great heighfdso, a translating

Figure 5 The working wlume of our scanneiThe wlume scannable using
our tilt motion was a cured shell 14 cm wide, 14 cm thick, and 195 cm long
(yellow). Ourpan axis increased the width of this shell to 195 cm (blue).
Our horizontal translation table increased its thickness to 97 cm (vt)sho
assuming the scan hea@dsviooking parallel to the tabléncluding \ertical
motion, all truss xensions, and all scan head reconfigurations, auking
volume was 2 meters x 4 meters x 8.5 meters high.

Discussion.The fleibility of our gantry permitted us to scan
surfaces of ay orientation agwhere within a lage wlume, and it

scan head poses a greater risk of collision with the statue than gave s ®veaal ways of doing so.We were glad to hee this flexi-

rotating scan headMainly for this reason, we chose a rotating
scanner Our implementation, stven in figure 4, permits 100of
tilting motion, producing the wrking wlume shan in yellow in
figure 5. To increase thisalume, we mounted the scan head and tilt
mechanism on a second rotational tablevising 100 of panning
motion, producing the arking wlume shan in blue in the figure.
This was in turn mounted on horizontal andrtical translation
tables preiding 83 cm and 200 cm of linear motion, respestyi

Extensions and basesTo reach the tops of tall statues, the
8-foot truss supporting ourettical translation table could be
mounted abee a 2foot or 4-foot non-motorized truss (or both), and
the horizontal table could be boosted\abhthe \ertical table by an
8-foot non-motorized truss (see figure 6)he entire assembly

rested on a 3-foot x 3-foot base supported by pads when scanning or

by wheels when rolling.To maintain a 20 tipover angle in its

bility, because we were often constrained during scanningaby v
ous obstructionsOn the other hand, taking aatage of this fid-

bility was arduous due to the weight of the components, dangerous
since some reconfigurations had to be performed while standing on
a <affolding or by tilting the gntry davn onto the ground, and
time-consuming since cables had to be rerouted each bimretro-
spect, we should probably e mechanized these reconfigurations
using motorized joints and telescoping sectioAfternatively, we
might have designed a lighter scan head and mounted it atop a pho-
tographic tripod or mdge crane. However, both of these solutions
sacrifice rigidity an issue we consider in thextesection.

2.5. Gantry: structural design

The taget accuragfor our range dataas 0.25 mm.Given our
choice of a rotating scanner with a stafiddéfl12 cm, this implied

tallest configuration, up to 600 pounds of weights could be fitted knowing the position and orientation of our scan head within 0.25

into receptacles in the bas@&o surmount the curbs that surround
mary statues, the base could be placed atop a secog@y lplat-
form with adjustable pads, as shoin the figure. Combining all
these pieces placed our range camera 759 crred floor and 45
cm higher than the top of D’s head, alleving us to scan it.

Scan head econfigurations.Statues hee surfaces that point in
all directions, and lasestripe scanning arks well only if the laser
strikes the sudce nearly perpendicularlyWe therefore designed
our pan-tilt assembly to be mountable &bar below the horizontal
arm, and &cing in ag of the four cardinal directionsThis enabled
us to scan in gndirection, including straight up and wao. To
facilitate scanning horizontal ariges, e.g. folds in caed drapery
the scan head could also be rolled 8flative © the pan-tilt assem-
bly, thereby cowerting the laser stripe from horizontal tertical.
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mm and 0.013 respectiely. Providing this level of accuray in a
laboratory setting is not hard; piding it atop a mobile, reconfig-
urable, field-deplgable @ntry 7.6 meters high is hard.

Deflections. Our scan head and pan-tilt assembly together
weighed 15.5 kg.To diminate deflection of theantry when pan-
ning or tilting, the center of gvity of each rotating part a made
coincident with its axis of rotationTo diminate deflection during
horizontal motion, antranslation of the scan head / pan-tilt assem-
bly in one direction as counterbalanced by translation in the oppo-
site direction of a lead counterweight that slid inside the horizontal
arm. Noattempt vas made to eliminate deflections duriregtical
motion, other than by making thargry stif.

Vibrations. Our solutions to this problem included using high-
grade ball-scne drives for the two scanning motions (pan and tilt),
operating these soxs at lav velocities and accelerations, and



keeping them well greaseddne worry that preed unfounded vas
the stability of the museum floor§Ve were fortunate to be operat-
ing on marble floors supported belby massive masonry \aults.

Repeatability. In order for a mechanical system to be calibrat-
able, it must be repeatabl§oward this end, we empfed high-
quality drive mechanisms with ernier homing switches, wevedys
scanned in the same direction, and we made dnéngstif. Ulti-
mately we aucceeded in producing repeatable panning, tilting, and
horizontal translation of the scan headerea maximum height.
Repeatability underertical translation, including the insertion of
extension trusses, as neer assumed. Heever, reconfiguring the
pan-tilt assembly pred more problematic. In retrospect, this
should not hee surprised us; 11 microns of play - 1/10 the diameter
of a human hair - in a pin and setkoint located 5 cm from the pan
axis will cause an error of 0.25 mm at our stahdiftance of 112
cm. Ingeneral, we greatly underestimated théalifty of reconfig-
uring our scanner accurately under field conditions.

2.6. Calibration

The goal of calibrating ouramtry was to find a mapping from

2D coordinates in its range and color images to 3D coordinates in a

global frame of referencddeally, this frame of reference should be
the (stationary) statuedowever, we dd not track the position of the
gantry, 0 it became our frame of reference, not the stafittee final
mapping from gntry to statue @as performed in our system by
aligning nev scans with &isting scans as described in section 4.1.

Calibration of the range and motion systemsTo calibrate

as the concatenation of six 4 x 4 transformation matrices:

Ohorizontald ajanning] Otilting O Orolling 0 O laser to U Oimage U
ranslatiorg E,rotationg otationD otationD csean head, 1o Iaselg

Calibration of the color system.

» To correct for geometric distortion in our color camera, we pho-
tographed a planar calibrationdat, located a number of feature
points on it, and used these to calculate the camérainsic
parameters. Oumodel included tw radial and tw tangential
distortion terms, dfcenter perspeaté projection, and a possibly
non-uniform (in X and Y) scale [HeikKkigx].

» To obtain a mapping from the color camera to the scan head, we
scanned the tget using our laser and range came®ice our
scanner returned reflected laser intensity as well as depth, we
were able to calculate the 3D coordinates of each feature point.

» To ocorrect for spatial radiometric fetts, including lens
vignetting, angular non-uniformity andvierse-square-la falloff
of our spotlight, and spatial non-uniformity in the response of
our sensqgmwe photographed a white card under the spotlight and
built a perpixel intensity correction table.

Discussion. How well did our calibration proceduresovk?
Only moderately well; indct, this vas the weadst part of our sys-
tem. Thefault appears to lie not in our geometric modei, in the
repeatability of our systemComparing scans tak under dierent
conditions (diferent scan aes, translational positions, etc.), we
have disened discrepancies Iger than a millimeterenough to
destry Michelangelcs chisel marks if thg cannot be eliminated.

ary system, one must first choose a mathematical model thatFortunately we havebeen able to use our sofive alignment pro-

approximates the system belma, then estimate the parameters of
that model by measuring the betm of the system.In our case,
the natural mathematical modehsva parameterized 3D geometric
model of the scan head andngry. If the components of the system
are suficiently independent, then calibration can be partitioned into
stages corresponding to each componédrtr us, independent
meant rigid - yet another reason wailtd a stif gantry Partitioning
calibration into stages reduces thgmes of freedom in each stage

cess to partially compensate for the shortcomings of our calibration
process, as discussed in section 4Ah. alternatve lution we are

now investigating is self-calibration - using scanseakunder dier-

ent conditions to better estimate the parameters of our geometric
model [Jokinen99].We dso learned a fe rules of thumb about
designing for calibration: store data in theveat format possible
(e.g. motion commands instead of dedii rotation angles) so that if

the calibration is later impwed, it can be applied to the old data

and therefore the number of measurements that must be made to cafwe did this), check the calibrationgegarly in the field (we didn’

ibrate that stageFFor a mechanical system, it also reduces thesph
cal wlume wer which these measurements must bertala distinct
adwantage since ouragtry was lage. Finally multi-stage calibra-
tion is more resistant to the replacement ofviidial components;
if our laser haddiled in the field, only one part of our calibration
would have keen ivaidated. W had six calibration stages:

(1) a 2D mapping from pigl coordinates in the range camera
image to plsical locations on the laser sheet

@

a2D -> 3D rigid transformation from the laser sheet coordinate
system to steel tooling balls attached to the scan head

©)

a 3D rigid transformation to accommodate rolling the scan
head 90 (by remounting it) relatie o the pan-tilt assembly

4

thelocation of the tilting rotation axis and the nonlinear map-
ping from motion commands to yéical rotation angles

®)

thelocation of the panning rotation axis and the mapping from
its motion commands to phical rotation angles

6)

thelocation of the translation axis, which also depended ho
the pan-tilt assembly as mounted on the horizontal arm

We dose not to calibrate ourestical translation axis, since its
motion induced deflections in theargry that &eeded our error
budget. Theresults of our calibration procedure can be visualized
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do this), and be ary of designing a reconfigurable scanrfénally,

we found that partitioning calibration into stages, and our particular
choice of stages, forced us to measure scan head motioesyto v
fine tolerancesWe ae currently gploring alternatre partitionings.

3. Scanningprocedure

Figure 6 sharis our typical werking ervironment in a museum.
The basic unit of wrk was a "scan"; an fient team could com-
plete 10-15 scans in an 8-hour shiftere are the steps in a typical
scan:

Scan initiation. An operator interactely moved the scan head
through a sequence of motions, setting the limits of ¢ifienve to be
scanned. Theolume that could be ered in a single scan as
constrained by fouraictors:

« the field of viev and limits of motion of the scanner

« the falloff in scan quality with increasing laser obliquity

« occlusions of either the laser or the line of sight to the camera
« physical obstructions such aslls, the statue, or thegtry

Once a scan &s planned, a scanning script ran automatidalkng
from a fav minutes to an hour or more to complete, depending on
how large an area as to be ceered.



for horizontal = min to max by 12 cm
for pan = min to max by 4.3°
for tilt = min to max conti nuously
perform fast pre-scan (5° sec)
search pre-scan for range data
for tilt = all occupied intervals
perform sl ow scan (0.5° sec)
on every other horizontal position,
for pan = min to max by 7°
for tilt = mn to max by 7°
take color image w thout spotlight
war m up spotlight
for pan = min to max by 7°
for tilt = mn to max by 7°
take color image with spotlight

Figure 7. The sequence ofvents eecuted by a typical scanning scrigfor
this script, the scan head is assumed to be mounted #igohorizontal arm,
looking parallel to it, and the laser stripe is assumed to be horizontal.

Discussion. Figure 7 summarizes the sequence wents
executed by a typical scanning scrigh general, our scanning pro-
cedure wrked smoothly Figure 8(a) and 8(b) skhoour scanner
acquiring range and color data on St. Matthe

Our biggest dilure was the lack of an automated method for
planning scans.View panning is a well-knan computational
geometry problem.Recent papers wering the special case of 3D
scanning include [M&r93, Pito96]. Most of these methods focus
on what might be called the "midge": gven apartially complete
3D model, what are the xiebestn scans to acquireMowever, our
experience suggests that the "ead@" is more important: ¢gn a
3D model that contains avieholes, hev can these holes be filled?
Since we did not h& an automated vie/ planning system, we
planned scans byye - a slav and errorprone processWe dten
spent hours positioning thegtry in fruitless attempts to fill holes
in our model of the Dad. A view planner might hee saved 25%
of the man-hours we spent in the museum.

Figure 6 Our Cybervare @ntry standing ne to Michelangeles David. In
this photograph theamtry is sitting atop its curb-hopping platfora) énd is
extended to its maximum height, thus placing the scan hep@5( feet
abaove the floor The truss section at) was added at the last minute when
we discoered that the Dad was taller than we thought The scanner as
tethered to a mobile avkbench @), which contained the scanner electron-
ics, a Silicon Graphics Octane, and 72 GB of disk storage.

Range scanningA typical range scan consisted ofa®l con-
centric cured shells separated by translational motion of the scan
head along the horizontal tablEach shell in turn consisted ofvse
eral horizontally adjacentevtical sweeps of the lasess sown in A mixed success as our attempt to use a commercial handheld
figure 5. If the laser line \as turned ertically, then the sweeps were ~ 1aser triangulation scanner for hard-to-reach pla¢@sirs vas a 3D
horizontal instead.We cecided to werlap adjacent sweeps and Scanners ModelMak mounted on adfo Siher Series digitizing
shells by 40% and 15%, respeely - enough to align them in soft- arm.) Althoughits Y-resolution (along the laser stripe) matched that
ware in the absence of precisely calibrated motiSince scanning ~ Of our Cybervare scanneits X-resolution depended onvaslowly
was dow (1 am per second), we preceded each sweep with a high- the user swept the stripe across the am@f In practice, hand
speed (10 cm per second)wloesolution pre-scan that consarv tremors made it ditcult to obtain smooth and monotonic motion.

tively determined which part of the sweep actually contained data. The latter introduced folds into the range data, complicating our
post-processing pipelineMoreover, it was ftiguing to hold the

scanner for long periods of tim&Ve wsed it on St. Matthve and the
Slaves, lut not on the Déd or the Medici Chapel statues.

Color scanning To maintain colofto-range calibration, we
interspersed color and range scannifgnce the field of vie and
depth of field of the color camera were greater than the field wf vie
of the range camera, we acquired color images more sparsely thag_l_ Safetyfor the statues
range sweeps.To compensate for ambient lighting (we often
scanned during the day), we shot each image twice, once with and An overriding concern throughout our projectass to a&oid
once without our spotlightBy subtracting these twimages, we harming the statues we were digitizingaser triangulation is fun-

obtained an image as if illuminated only by the spotlight. damentally a non-contact digitization method; only light touches the
artwork. Nevertheless, light and heat can potentially damage art, so

1 We designed our antry according the heightygh in Charles De Ginay's 5volume study of their levels must be controlledOur scanning beamas a 5 mW red

Michelangelo [Blnay45] and echoed irvery other book we cheekl, including the dicial guidebook : H : H

sold at the museuntiowever, the David is not 434cm without his pedestal, agegiby these sources; SF.)mICOHdUCtOI' Iasebut its p(yyer was spread |nFo a line 20_ cm

he is 517cm, an error of nearly 3 fedtle c not knaw the original source of this error wide at the statue sade, and it meed nearly continuously during

scanning. Ouwmhite light source as a 250 W incandescentlib,
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(a) Acquiring range data.
The laser line sweeps
dowvnward at 1 cm per
second, acquiring 14,400
points per secondAfter

a sveep, the head pans to
the right and performs
another sweep.

(c) Computer rendering,
with artificial lighting = =
and reflectance, of thel . !
scan from (a).The spac- |
ing between samples is
0.29 mm, and the depth!
resolution is 50 microns. |
This area ws cared y
with a gradina (see figure |
2).

(e) Closeup of (c).This
is a single sweep, so it i
a reqular 2D array (note X
that the triangles are i
rows). The gaps are
missing data due to oc:
clusions.

(9) Rendering of meyed
mesh. ltis slightly blur -,
rier than (c), due to mis- |
calibration and misalign- |
ment of the scansubthe

chisel marks are still |

clearly visible. Not all of |

so some holes remain.

(i) Mesh from (h), bt lit
and rendered lik (c) and
(9). The whitening,
which is easy to see in
(h), is maskd here by
lighting efects. Havev-
er, it becomes obious if
the light is moed inter
actively.

(b) Acquiring color data.
One 1520 x 1144 pét
image is acquiredvery 3
seconds. Ouwhite spot-
light can be seen illumi-
nating the statue.Fig-
ures (c) and (d) are tak
from the upper neck.

(d) Typical color image
acquired in (b). The
nominal XY piel spac-
ing is 0.15 mm; the pls-
ical spacing is 0.31 mm.
The image seems flat be-
cause the spotlight is
nearly co-axial with the
camera.

(f) Closeup of a meed
mesh combining (c) and
other scans.lt is irregu-
lar since it is the isosur
face of a wlume. ltis
made finer than the wa
scans toeoid aliasing.

(h) Merged mesh from
(g) with pervertex re-
flectances blended from
(d) and other color im-
ages. Thiview is ot lit,
so the whitening at the
bottom of chisel marks is
easy to see, e.g. at the e
treme right and top.

() A non-photorealistic
visualization of the chisel
marks. Thegeometry is
the same as (g)ub per
vertex colors are comput-
ed using accessibility
shading [Miller94].

Figure 8 Our scanning procedure and post-processing pipelihe. statue is Michelangetunfinished apostle St. Matthein the Ac-
cademia gllery in Florence.lt took us 6 days to scan this statue and another week to post-proddss fitll model is shen in figure 9.
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but its paver was conducted to the scan head through a-fiptc For every such alignment we stored the rigid transformation

cable, which déctively blocked heat, and its lightas spread into a between the tavscans and a list of matching point pairs.

d.'Sk 500;}“ wide at the sl_ta_tgjle e Inb(;)th cass_s, e'lﬁ_@{] c_jepog- (4) Finally, these lists of matching point pairs were used as con-

tion on the statue & ngligible compared to ambient lighting. straints in an iterate relaxation algorithm designed to bring
A more serious danger as posed by accidental collisions the scans into global alignment whileerly spreading out the

between the scanner and the stat@air primary defense agst error among the pairwise alignments [Pulli99].

such accidents &s our long standhfbut as discussed earljere
often ended up wrking closer to the statue than wepected. ©
reduce the chance of collisions in these situations, we used manu
rather than softare motor controls to plan scan head motions, we
mounted pressure-sengéi notion cutof switches on the rails of
the horizontal andertical translation tables, and we assigned one
member of each scanning team to operate as a sp@ttaeduce

the chance of damage in case of iretknt contact, our scan head
was encased in foam rubheFinally, we established rigid operating
protocols, we tried (mostly unsuccessfully) teoid putting our
selves under time pressure, and we tried to get enough sleep.

Previous solutions to the global alignment problem typically gener
lize pairwise ICP [Bgrevin96], that is, each scan is aligned in turn
F\‘i/ith all other nearby scans, and the process is iterated until it con-
verges. Havever, this approach requires all scans to be resident in

memory and the repeated use of ICP makt slav. Our algorithm
produces comparable results, and it is mofieiefit in space and
time. Hawever, it is mot infinitely scalable; we must at least fit our
lists of matching points into memonryur justification for separat-
ing pairwise alignment from the relaxation step is that pairwise
alignment of scans finds the best local matching of points that can
be found; repeating this step can only mtilese matchesavse.

In the end, we succeeded in scanning nearly around-the-clock
for five months without damaging gthing. Havever, we consider

oursehes luck. There is no siler kullet for these safety issues. Beginning with a denseolumetric grid, we visit eachoxel near
Scan_ners empying longer standdé can reduce the ”Sks_ during one or more range sades and store a weighted sum of the signed
certa_un pha_ses,ulo most statues canr_mt be scanned e“t'fe'Y from distances from thatoxel to each range sade, where distances are
?nuszldt?ethslsriti%?\'eeg ggls'e Eg’?ﬁ;ugguither a scanner or .a mirmor — +ayen along lines of sight from thexel to the range camera/ox-
p : els in front of the sudce lut on a line of sight are ma#l as empty
a process knan as space carvingAll remaining \oxels are markd
as unseenWe @n etract from the wlume either an accurate iso-

Merging scans.To reconstruct a suate from a set of aligned
range scans, we empkd the method described in [Curless96].

4. Post-processing surface that corresponds to the obsensurfice, or we canxéend
As soon as a scanaw acquired, it entered a lengtpost- the isosurdce to include the boundaries between empty and unseen
processing pipeline, whoseeatual goal vas to produce a polygon  regions, resulting in a atertight (hole-free) suate. Thetriangles
mesh with a reflectancalue at each meslestex. added in this &y can be flagged as "reconstructed" rather than
"obsened", to diferentiate them for scientific purposefo enable
4.1. Rangeprocessing pipeline this algorithm to handle lge datasets, we brelarge wlumes into

. ineli isted of aliani h blocks and processed them independently Each block yielded a
Our range processing pipeline consisted of aligning the SCaNShiece of reconstructed sade, which we stitched together by identi-
taken from diferent @ntry positions, first interaggly, then auto-

. ; ; - X ing and meging common ertices between neighboring blocks.
matically merging these scans using alwmetric algorithm, and fying ging g g

filling holes using space carving:he output of this pipeline as a Discussion.How well did our pipeline wrk? Inmost cases, it
watertight irregular triangle mesh. worked well. However, it was time-consuming, occyimg about

25% of our man-hours in the museum andess# man-days per
statue in the laboratory afteawds. Someime could hae been
saved if we had tracled our @ntry; even a ough estimate of the
position and orientation of the scan heaulild have permitted us to
bypass step 1 of our alignment procedufe. diminate step 2 we
(1) Aseach scan completed, an operator interdgtialigned it to would have had to track the scan head with 25 micron acgurac
the eisting model by translating and rotating it until it lay in from a distance of up to 10 metérsWe know of no field-
roughly the correct positionAlternatively, the operator could deployable technology with this accusacAlternatvely, we could

Aligning scans. The first step as to bring the hundreds of
scans for a statue, which were acquired with ugtry in diferent
(untracled) locations, into a common coordinate systeftign-
ment was done in four steps, as falls:

identify three corresponding points on thevngan and ayn have replaced step 1, possibly combined with step 2, with searching
existing scan. This sounds easyut it's rot, especially if the globally for an alignment to theisting model using heuristics such
scans are smooth or theedap with &isting scans is slight. as in [Besl92, Hebert95, Johnson97, Zhang9dje problem with

global search methods is thatytrequire more suace werlap than

(2) Oncethe nev scan was approximately positioned, the operator b
local methods.This is an area for further research.

chose one»asting scan that substantiallwalapped the ne

scan and ivoked a nodified iterated-closest-points (ICP) algo- To our surprise, our softare alignment process penl suffi-
rithm [Besl92, ChenMed92] to refine their alignmen€CP ciently rolust that we could use it to partially compensate for our
algorithms operate by finding matching points oo tweshes, calibration problemsMiscalibration manifested itself in our system

computing the rigid transformation that minimizes the sum of as misalignments between sweeps and agpage of indiidual
squared distances between these point pairs, and iterating untisweeps. Thdirst effect could be reduced by treating sweeps as
some cowergence criterion is met.

1 An error of 25 microns in the position of a tooling ball located on the scan head 11 cm from the tilt
(3) After the statue was Comp|8tely scanned and the data brOUth axis would produce an angular error of 0.018ee section 2.5) in the tilt of the scan head, leading in

back to the Iaboratoryi $ript was run to find &y pair of turn to an error of 0.25 mm in the position of digitized objects located 112 cm from this axis.
substantially werlapping scans, isolate them from the rest of
the data, and run ICP on them to find their mutual alignment.
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separate scans in steps 3 and 4 of our alignment procetihi®.
strat@y works only if a sweep contains enough fine detail for the
ICP algorithm to lock on toSo far, we haveused it successfully to
align St. Matthes, which contains 104 scans and 2285 sweeps (see
figure 9). Aligning this data took 20 hours on one processor of an
SGI Oryx2, and wlumetric meging took 50 hours.Note that
Michelangelos dchisel marks are preserd. For statues without fine
geometric detail, lik 9me portions of the Déd, it might be possi-

ble to use color imagery to guide alignment [Pulli97, Bernardini00].
In the future, we ernsion breaking sweeps into smaller pieces and
aligning them separately in order to disttdd the varp more uni-
formly across the statudle dso plan to gperiment with non-rigid
alignment. Finallywe pgan to use theodolite data as constraints, to
ensure that the additional gtees of freedom introduced by using
these techniques do not cause distortion of the entire model
[Beraldin97]*.

Although our meging process wked well, we were disap-
pointed by the number of holes, someesal centimeters in size,
that remained after we had done our best job scanning a statue.
sculptor can, using chisels and a drill, garecesses too deep to
scan using antriangulation rangefinderThe David has maw such
recesses, especially around his hands, bBad scrotum.We an
bridge these a@ps using space carving as described ealigrthe
bridge suréces sometimes look objectionabl&e kelieve they can
be ameliorated by relaxing their shape, subject to maintaining tan-
gengy where thg meet obsered surces, bit we hae rot tried this.

4.2. Colorprocessing pipeline

Our color processing pipeline consisted of correcting our color
images geometrically and radiometricallgiscarding piels that
were occluded with respect to the camera or light, projecting the
remaining piels onto our mgred mesh, and ceerting color to
reflectance. Theutput of this pipeline as an RGB reflectance
triplet for each ertex of the mesh.

For this last step we needed a model of the bidirectional
reflectance distrition function (BRDF) at each point on the sur
face. Cleammarble is a dielectric material witrarying color (due
to veining) and a roughness that depends on thet dé polish. For
surfaces of this type, Sato andelichi hae wsed range and color
measurements to estimatefd#fe, specularand roughness parame-
ters [Sato97].0ur pipeline is similar to theirsxeept that sodr we
have mly attempted to dract difuse reflectancesTo diminate
specular contrilitions, we discarded obsations close to the mirror
direction. This approach is ralst, and since under a fife
assumption we & redundant color obseations for each point on
the suréce, the loss of data is inconsequent@iscarding piels
near the mirror direction also circusms the problem of sensor sat-
uration, although this could be sety using high dynamic range
methods [Debeec97] at the cost of acquiring more images.

Mapping color onto the mesh.The first step in our pipeline
was o subtract the images acquired with and without the spotlight
as described in section 3, thereby compensating for ambient illumi-
nation. Net, the diference image as corrected for geometric dis-
tortion, chromatic aberration, and radiometrideefs using the

1 A theodolite is a sumying tool that locates points in 3-space by optically sighting
them from tvo calibrated locations on the ground and measuring their direction angles
from those locationsUsing an optical theodolite with an accyrat 0.5 mm, we mea-
sured seeral points on most of the statues we scanned.
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Figure 9 A rendering of our full-resolution, mged model of Michelange-
lo’'s . Matthev. The original dataset contained 104 scans, 800,000,000
polygons, and 4,000 color imagesthe model shen here contains
386,488,573 polygonsilt still contains some holes, and wevlamot yet
mapped our color data onto fBee figure 8 for closeup wis.



calibration data described in section 2We then needed to decide  Confidence ws made Mer near silhouettes to account for blur in
which wertices of our mgred mesh sa the color camera and light  the camera lens and penumbrae due to the non-xernt ef the
source. Br this purpose we used a haaderaccelerated polygon light source.To prevent rapid changes in confidence from triggering
renderer We rendered the mesh from both points ofawieead back sudden switches from one color image to another snoothed
the depth bffers, and for each mestertex compared its distance  confidences among neighbors on the meklowever, to remain
from the camera and light source with the contents of the depthconserative we reve increased confidence, only decreasedite
buffers at the appropriate jgix If the vertex was occluded from the  last step was to sum the weighted reflectances at each nezshi.v

camera or light source, we _discardedAﬂIhough it is possible to Discussion. Although our color processing pipeline produced
miss thin occluders using this approach, marble statues generally d?/isually satisactory results (see figure 10), there aneers factors

not_contgi_n an hlf a vertex saw toth t(;]e Ca";e;a ﬁnd tlhe :ight,dwr? we did not consider We treated the difise reflectance as ideal
projected It to the camera image and sampled the color found t €€ ambertian, although it is not [Oren94We dso ignored inter

Computing reflectance Once we associated a color withexv reflections, which may be significant since our statues are light-

tex, we performed an werse lighting calculation to ceert color to colored [Y199]. By modeling the déct of these interreflections, it
reflectance. Thiscalculation is sometimes called "de-shading." may be possible to impve air estimate of suace shape
Since the it pupil of our fiberoptic cables focusing assembly ag [Nayar90]. Similarly we ignored subsusaice scattering [Dorg89].
small relatve D its distance from the statue, we treated it as a point However, its contritution is probably minor on dirtyunpolished
source. lIrthis case, the irradianéeon the surdice is statues like the David, especially relatie © its size.

Finally, in calculating irradiance at each point, we are emplo
ing an aggregae surbce normal obtained from a 3D scan of the sur
face. Suclde-shading calculations $eif from two problems. First,
they are sensitie 0 noise in the sugfce normals; heever, our use
of redundant range images and @umetric range meing algo-
rithm reduces this noise somigat. Secondgeometric details too
fine to scan will not be present in the normal field and will not enter
the irradiance calculation.These details consequently manifest
_ L(oy) _ L(w)r? themseles as changes to thefd#e reflectanceAs a result, care
" E 7 lcose must be ta&n when using our reflectances for scientific analyses,
for example to estimate marble propertidaterestingly we may
have aquired enough redundant color imagery to calculatea-vie
dependent reflectancextare [Dana99], permitting correct render
ings from all vievpoints. Thigs a topic for future research.

1
E = — | coso
r2

wherel is the radiant intensity of the point sourgés the obliquity

of the suréce relatte o the light, andr is the distance between
them. Knaving the irradiance and the reflected radiahe,) in

the directionw, towards the camera, and assuming ideal Lambertian
reflection, the reflectandris

R

In our case, we did not kmothe radiant intensity of our light
source, and, because we did not measure the absolutevgriti
our camera, we knereflected radiance only up to an unkmocon-
stantk. Howeve, we knew from our calibration procedure the radi-
ance (up to this same constant) reflected from a white card placed at
the standdfdistance. Assuminghat the card is also ideal Lamber .
tian, its reflectance, is 5. Handling large datasets

One significant challenge waded in this project as the size

2
Re = ﬂ of our datasets, the st of which s the Duid (see table 1)In
| cose. our post-processing pipeline, we addressed this problem by using an
whereg, = 0 andr = 112 cm. The ratio of the reflectance of the efficient global alignment algorithm and a bleckrange image
statue suece to the reflectance of the white card is meiging algorithm. However, our scanning procedure posed addi-
R L(o,) tional challengesin order to plan scans for a statue, we had to load
— = its 3D model into memoryAs each scan completed, we needed to
Re Le(or)cose add it quickly to the modelAt the time of the project we kweof
wherer and the unknens | and k have @nceled out.By sepa- no modeling package into which we could load a 2-billion polygon
rately determining the reflectan& of our white card relate © a model, nor ap smplification algorithm that could be reasonably
reflectance standard such as Spectralon®, we could estimate th&n on a mesh of this size (and we triestessl). Thereforewe
absolute reflectance of the statue scef spent a lot of time writing code for handlingdarscanned models.
Blending multiple obsewations. Each meshertex usually sav Range images &rsus polygon meshe©ur first technique s

mary color images.lf the surice were ideal Lambertian, the com- to store our data as range images instead of as polygon méshes.
puted reflectances ould agree. However, our surices were not, ~ range image is a 2D arraju, v) of range aluesr, some of which

and our obseations included noise, miscalibration, and other Mmight be invalid due to occlusions of the laser or range caméra.
errors. ¢ therefore needed a rule for blending reflectances range image is, of course, only a special case of a displacement
together For this purpose, we computed a confidence for each map, a well-knan object in computer graphicange images are
reflectance based on the foling factors: efficient because the andv coordinates are implicit and theval-

ues hae limited precision.To take alvantage of this natural com-
pression, we designed a file format containing an array of 16-bit
range alues and a header with enough information to map these
range ‘alues to 3D points.To dficiently skip awer missing range
samples, we run-length encoded this arréfystored as uncom-
pressed 3D ertex coordinates and indelists, the geometry of the
David would occuy 36 gigabytes. Store@s run-length encoded

« obliquity of the suréce with respect to the light
 projected area of the safe with respect to the camera
 proximity to the mirror direction, to suppress highlights

« proximity to a silhouette edge with respect to the camera
 proximity to a silhouette edge with respect to the light
 proximity to the edge of the color image
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Figure 10: On the left is a photograph of Michelangsl®avid. Onthe right is a rendering made from our mod@bnstructed at a resolution of 1.0 mm, the modelatertight

and contains 4 million polygonsts surfce reflectance as computed from digitized color images as described in sectioHe2photograph @as talen under uncalibrated con-
ditions, so its viepoint and illumination dfer slightly from those of the renderinghe rav data for this part of the statueasracquired at a resolution of 0.29 mm and contained
480 million polygons and 2,000 color imagedsing one processor of an SGIy34, it took 12 hours to align mge, and map color onto this model.

range images, it occupies only 2 gliytes, a sangs of 18:1 with
no loss in information. More lossless compression could be

obtained by using entrggoding, ut decoding wuld be slaver. The statue
) ) . height without pedestal 517 cm
Range image pyramids.No matter hw efficient our storage suriace area 19 m2
_mechan_lsm is, no currenlmksta_tlon can dls_play 2 billion polygons volume 2 om?
in real time, so we needed stigitss for working at reduced resolu- weight 5,800kg

tion. Fortunately as long as we stored our models as range images,| o raw dataset

we could sir_nplify them_ quickly by s.ubsampling them, thereby cre- number of polygons 2 billion

ating range |mag(_ey|nam|ds. Dependlngn thg ta_sk, we had\s=al number of color images 7,000

ways of constructing these/@mids, as shen in figure 11. losslessly compressed size 32 GB
Lazy evaluation. To savespace and time, we constructed range | Other statistics

image yramids from range images on demandjeneatoring them, total size of scanning team 22 people

and we constructed only thosedls requested by the usefo dis- stafing in the museum 3 people (on werage)

play a range image, or to ngermultiple range images as described time spent scanning 360 hours wer 30 days

in section 4.1, it must be cesrted to 3D points, then to a triangle man-hours scanning 1,080

mesh. V& dd this lazily as well. Fortunately the cowersion from man-hours post-processing 1,500 (so &r)

range samples to 3D points can be done quickly using incremental

arithmetic, and since the points appear in scanline ,cﬂ’@rcan be Table 1: Some statistics about our scan of Michelangedtitue of Daid.

triangulated quickly by connecting adjacent poir@.course, care The area, slume, and weight of the statue are estimated from our data.

must be ta&n to &oid bridging depth discontinuities.

, , . _ 6. Conclusions
Viewer based on point endering. If one only wants to viev a _ o
3D model, and not perform geometric operations on it, then it need ~ We havedescribed a system for digitizing the shape and color of

not be represented polygonallyith this in mind we decloped a large statues, and a demonstration of this system on the statues of
viewer that combines a multiresolution hieraréfased on bounding ~ Michelangelo. Asomputer scientists and technologists, our princi-
spheres with a rendering system based on points [Rusicki0]. pal goal in pursuing this projectas to push the state-of-the-art in
Our viever preprocesses wemeshes in seconds, launches quickly 3D scanning.Our model of Michelangels’David is two orders of
maintains a constant frame rategaelless of object compkity, magnitude lager than ay existing scanned modelln trying to
yields reasonable image quality during motion, and refines progres-2cquire and post-process this data, we were forcedventimav

sively if idle to a high final image qualityWith modest hardare methods for representing, wing, aligning, meging, and viing
acceleration, our vieer permits real-time mégation of scanned  large 3D models, methods that weveamesented here and in
models containing hundreds of millions of polygons. related papers [Pulli99, Rusinkiez00].
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Figure 11: Range imageyvamids of Daid’s lips. Thefastest vay to con-

struct a gramid is to subsample the range image, without filtering, by suc-
cessie factors of 2x iru andv (top row, left to right). To help us find holes,

we can also delete ymange sample if anof its 4 children at the méfiner
pyramid level is missing (middle rav), making holes visible ven a the
coarsest resolutionAlternatively, we can redden the parents of missing chil-
dren in proportion to the fraction of its children that are missing (bottom).

Although it is not the purpose of this paper to tell the story of
the Digital Michelangelo Project, weaded man logistical prob-
lems that future digitizing projects may encounterit is worth-
while briefly enumerating them.

First and foremost, getting permission to scan Michelargelo’
statues \&as a long, delicate, and occasionally painful proc&ss.
of the pain vas deeloping meaningful, equitable, and enforceable

intellectual property agreements with the cultural institutions whose

artistic patrimog we were digitizing. Since the goals of our project
were scientific, our arrangement with the museuras simple and
flexible: we are alleed to use and disttitbe our models and com-
puter renderings for scientific use anlin the event we, or thg,
desire to use the models commerciathere will be further ngotia-
tions and probably the payment ofadties.

Second, we underestimated thefidifity of digitizing under
field (non-laboratory) conditionsShipping 4 tons of equipment to a
foreign country trucking it through narne streets, and carrying it
into historic hildings, was nere-wracking andxpensve. As on
as we mued our equipment into a museum, we became a liability to
them - plysically, logistically and legdly. During 5 months of
scanning, we spent $50,000 hiring museum guardsatohwwer us,
the statues, and the touriste the Accademiaalery, we found it
necessary to reme the glass security barricades surroundingne
statue, including the &. To minimize the time these statues
were left unprotected, shifts were long and dafsvefe fev. Scan-
ning during museum hours posed additional problensnped
scanners, color images ruined by tourist flafhdy and a constant
stream of questions (which wenalys answered).

Lastly, dthough most of our plansarked out, there were ge
eral disappointmentsin particular we were unable to scan the
Pieta (in St. Petes Basilica) because it @ under restoration in
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preparation for the &ar 2000 JubileeScanning this statue may be
impractical in ag case; it is mounted high on a pedestal, it is sand-
wiched between an immable altar in front and a niche behind, and
it is highly polished.It may also be too geometrically complicated
to scan using laser triangulation technology

One of the tangible results of the Digital Michelangelo Project
is a set of 3D geometric models, one per statue, architectural setting,
or map fragment that we scanndd.the months (and maybe years)
ahead we will process the data weédellected, and in the case of
the Forma Urbis Romae (see figure 16) we will try to assemble the
map. Ourplan is to mak these models freelyvailable to the
research community
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Figure 14: A photograph of Daid’s head takn under ultréiolet
light. Oncemapped onto our 3D model, this data will shie loca-
tion of waxes and other genic materials.This may help conseators
plan future cleanings of the statue.

Figure 15: A computer rendering, with artificial reflectance, of a
15-million polygon model of the Accademiallgry in Florence.The
data for this model as acquired using a Cyra time-of-flight laser
scanner with a Z resolution of about 5 mive dso acquired a model
of the Medici Chapel, and we acquired color data at both sites.

Figure 13: A computer rendering made from a 2.0 mm, 8-million polygon model of Michelange-Figure 16: A fragment of the &rma Urbis RomaeDuring our year
lo’s David. Theraw 0.29 mm dataset contains 2 billion polygor&he \eining and reflectance in Italy, we sanned all 1,163 fragments of this ancient marble map.
are artificial. The rendering includes phically correct subsuate scattering [Dorg89], but This fragment is 68 cm longOur goal is to piece the map back to-
with arbitrary parametersThe model contains some slightly misaligned scans and isateew  gether by deeloping compact digital signatures for the geometry of
tight. Improving this model, and computing correct reflectances for it, is an ongoing project.  the fragments and searching among these signatures for matches.
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